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Abstract—In recent years, online public discussions face a
proliferation of racist, politically, and religiously motivated hate
comments, threats, and insults. With the failure of purely
manual moderation, platform operators started searching for
semi-automated or even completely automated approaches for
comment moderation. One promising option to (semi-) automate
the moderation process is the application of Natural Language
Processing and Machine Learning (ML) techniques. In this paper
we describe the challenges, that currently prevent the application
of these techniques and therefore the development of (semi-) and
automated solutions. As most of the challenges (e.g., curation of
big datasets) require huge financial investments, only big players,
such as Google or Facebook, will be able to invest in them.
Many of the smaller and medium-sized internet companies will
fall behind. To allow this bulk of (media) companies to stay
competitive, we design a novel Analytics as a Service (AaaS)
offering that will also allow small and medium sized enterprises
to profit from ML decision support. We then use the identified
challenges to evaluate the conceptual design of the business model
and highlight areas of future research to enable the instantiation
of the AaaS platform.

Index Terms—comment moderation, machine learning, hate
speech, abusive language, moderation, business model

I. INTRODUCTION

The internet and especially the Web 2.0 have always been
intended to enhance information exchange and discussion.
Despite all good intentions, the menace of abuse and abusive
communication has been luring right from the beginning [1].
For example, newspapers and similar online media companies
set up comment sections to allow their audiences to interact
with each other and their journalists [2]–[4]. Engagement with
users was considered to be central to ensure the future eco-
nomic sustainability of online news outlets [4]. However, the
reality is dramatically different for many comment sections.
Often, comment sections are “crude, bigoted, or just vile” [2].
Others resign and urge users and fellow journalists to “don’t
read the comments” [2] or point out that “they’re great on
paper but not so much in practice” [5]. Numeric estimates for
the share of such abusive contents vary from optimistic guesses
around 2% on normal websites and approx. 12% on websites
like 4chan [2], [6], [7] to rather pessimistic estimates of up

to 30% to 80% [8]–[10]. Again others just state that abusive
comments simply constitute a “great deal of extra work” [11].
The reactions of news outlets have been diverse. Concerned
about potential legal and economic consequences, some outlets
released their discussions to social media platforms [11]. Other
newspapers lock the comment sections for sensitive articles
[10], [11] while again others closed down their discussion fora
as a whole [12], [13].

However, journalists usually prefer to refrain from these
radical solutions. Some based on their journalist ethos, others
out of fear to lose readers and again others out of pure defiance
– pointing out that turning away cannot be an option [2], [10],
[14], [15]. Most platforms resort to more intense moderation
policies in order to keep the comment sections open – while
minimizing legal and ethical risks. This includes to enforce
mandatory user registration or a change from selective post-
moderation (comments moderated after being published, e.g.,
based on user flagging) towards more rigid pre-moderation
(comments are only released after being checked by moder-
ators) [10], [11], [16]. Given the often massive amounts of
comments that an outlet receives on a daily basis (e.g., The
New York Times reports receiving approx. 9,000 comments
per day [17]), moderators often feel overwhelmed. One reason
is that comments which contain swear words can be easily
filtered [18], but many other comments remain which are not
that simple to moderate. However, they still have to be dealt
with in a timely manner to keep the profitability of a comment
section high [11].

To relieve the moderators and to keep comment sections
civil, both practitioners (media and third party community
support companies) and academia started to investigate ap-
proaches for semi-automated or even completely automated
comment moderation [5], [19]. Especially the progress in
Natural Language Processing (NLP) and Machine Learning
(ML) made these two techniques a promising option. However,
the domain of (semi-)automated abusive language detection
is still facing substantial challenges. These include the lack
of a precise definition of what constitutes abusive language
as well as training reliable ML models and ensuring their
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acceptance, which we will outline throughout this paper. We
further propose a novel Analytics as a Service (AaaS) platform
that will address the outlined challenges and especially caters
SME media companies, which do not consider dealing with
abusive online comments their core competency.

II. RESEARCH DESIGN

Our work follows the research paradigm by Österle et al.
[20] for design-oriented information systems research. This
paradigm consists of four phases: Analysis, Design, Evaluation
and Diffusion, as depicted in Fig. 1. For each of the first three
phases, we are applying a suitable research method as outlined
below. Hence, the research paradigm by Österle et al. leads to
a mixed-methods approach.

Analysis Design Evaluation Diffusion

Fig. 1. Research Model

The core part of the analysis phase is the identification and
description of a business problem [20]. In our case, this is
initiated both from practitioner side as well as the scientific
side, as discussed in Chapter I. For this, we conducted a struc-
tured literature analysis according to [21], in which we have
identified four different challenges that are further described in
Chapter III. To address the identified challenges, we design a
business model to develop an Analytics as a Service platform.
For the business model generation, we use the Business Model
Canvas (BMC) method [22]. These artifacts are presented
in Chapter IV. Given that our business model is not yet in
the market, it cannot be evaluated in a holistic real-world
scenario. Therefore, our evaluation follows the principle of
logical reasoning, which is an adequate method to use in such a
scenario and especially suitable for design specifications [23].
Lastly, the paper at hand aims at the diffusion of our work.

III. CHALLENGES

Despite more than one decade of abusive language research
that has become increasingly intense, we still face several
substantial challenges. These range from the fundamental issue
of defining the precise topic we are working on (see Section
III-A), the creation of a reliable data basis (see Section III-B)
and the actual fine tuning of machine learning models (see
Section III-C) to the final acceptance of the end users (see
Section III-D).

A. What Constitutes Abusive Language

Looking at the overall challenges that the media industry is
facing when it comes to the moderation of abusive comments
– and especially automating or at least semi-automating the
process – one of the first challenges is a seemingly simple one:
to find a definition of what constitutes abusive language. One
of the first attempts to define abusive language concepts for
the purpose of detecting it by software has been conducted by

[24] in 2009; since then a steadily growing stream of research
has been taking up the problem. However, so far there is no
consistent definition that is used across research. Instead, we
are still observing many different definitions and annotation
schemes that are used [19], [25]. The only exception are
some papers, which pick up existing datasets to optimize
ML models which have been previously built for them. Even
the few surveys on abusive language concepts, such as “hate
speech”, explicitly point out that these concepts are typically
hard to define [26]–[29]. Taking it a bit further, until now
there is not even clarity about the actual concept names that
have to be discussed: Is it “harassment”, “abusive language”,
“offensive language”, “hate speech” or a combination of
multiple concepts? The above stated issue of consistency
becomes clearer when one looks closer into these concepts. For
example, the concept of “harassment’ is defined by [24] as the
intentional annoyance of persons, while [30] also subsumed
“cyberbullying” and [31], [32] added “hate speech” and “self-
harm”. Similarly, [33] understand “hate speech” as a sub-
concept to “offensive language”, while [34], [35] treat it vice
versa. The issues associated with such missing or ambiguous
definitions are manifold: On the one hand, websites risk to lose
users by deleting comments too radically [27], while on the
other hand operators risk losing investors or law suits for not
filtering highly problematic content [19]. However, repeatedly
changing concepts do not only have a severe direct impact on
the industry but also inhibit research that focuses on actually
solving the problem.

Therefore, it is necessary that the abusive language commu-
nity further works on a standard or at least a highly standard-
ized process to create such definitions. Here, it will be crucial
to go beyond the purely academic perspective, e.g., by deeply
integrating a legal perspective into the conceptualization [28],
[36]. This aspect will be central in many countries, because
typically online platforms are subject to regulation, which
often includes limitations on certain kinds of speech. For
example Germany restricts “hate speech” [37], “insults” [38]
and “threats” [39] while the EU and CoE restrict “hate speech”
and “cyber-bullying” [40], [41]. Violations are often linked to
fees which easily reach several thousand Euros. However, it
is also crucial to consider legal boundaries in the opposite
direction, as many democratic countries codify free speech
[42]–[45], which in case of violation yet again can create a
costly public uproar or even law suits [46], [47].

Beyond these obligatory aspects, future definitions may also
have to consider further business and platform requirements.
As, e.g., observed by [32], many media companies release
platform specific restrictions on language to cater their specific
audiences. While some more traditional or educational outlets
often implement rather restrictive guidelines, many blogs,
independent or smaller websites are rather non-restrictive
with the user-generated content. While this may be hard to
generalize into one unified definition, the creation process for
such a definition should at least account for the option to add
a certain degree of customization to filter content unsuitable
for a very specific platform.
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Given the existence of a massive amount of abusive lan-
guage research (as indicated above), it will be helpful to con-
sult academic publications as well as to benefit from already
existing (legal) interpretation and contextualization. Studies
like the ones by [36], [26] and [27] can help researchers
and practitioners to get into the topic without having to read
through all forms of law books, cases and existing studies.
Furthermore, it will help to consider existing academic work
for future definitions to keep links to the existing stream of
research and to reuse whatever possible in order to avoid
lost investments. However, under the premise that definitions
should be applicable for real-world moderation scenarios,
the focus should be on the legal requirements (and partly
the business-specific properties), as these are the ones that
practitioners will have to adhere to.

B. Labeling of Large and Accurate Data Sets

Consequently, the second problem is that it is very difficult
to label a sufficiently large and accurate data set for machine
learning. This problem is tightly coupled with the general
challenges that big data poses: volume (large amount of data),
velocity (high frequency of new data generation), variety
(many different types of structured and unstructured data)
and veracity (uncertainty regarding data quality) [48], [49].
User comments typically appear in very large numbers, it
is not uncommon for popular Facebook pages or Instagram
profiles to receive multiple ten thousands of comments per
day. Additionally, as comments are natural language texts,
they are unstructured data and need further pre-processing
before they can be used as training data for machine learning
algorithms. Most important is the labeling of the data, which is
the (usually) manual classification of a data set, where labels
(like publish/not-publish) are manually assigned to each record
in the training data set. This is a very time-consuming and,
hence, expensive process, as described by several researchers
(e.g., [13], [19]).

One approach towards labeling large data sets is crowd-
sourcing [50]. With crowd-sourcing, the labeling of data
records is split into mini tasks, where each task consists
of assigning one or a few labels. Via an online platform,
these tasks are then spread to a set of humans, so called
crowd-workers, who solve these tasks. Crowd-workers are
usually monetarily rewarded on a per-task basis. Generally,
crowd-workers are free to choose their working times and
whether they want to solve a task or not. Therefore, the micro
tasks might be solved by many different individuals and the
customer usually cannot influence the distribution of micro
tasks. However, crowd-working platforms like Figure Eight1,
Amazon Mechanical Turk2, etc. enable the customer to choose
crowd-workers according to given skill sets.

In a small pre-study, we have used the crowd-working plat-
form Crowdguru3 to label user-generated comments. Crowd-
workers received an initial introduction regarding the rating

1https://www.figure-eight.com/
2https://www.mturk.com/
3https://www.crowdguru.de/

schema and tasks. Additionally, attention and concentration
tests of crowd-workers were added. All in all, each comment
was rated by ten different crowd-workers, which led us to costs
of roughly one euro per comment. While the data we gathered
with our small pre-study – in line with prior research, e.g., by
[51] or [25] – shows that labeling large data sets by means
of crowd-working works and helps in labeling large data sets,
it is questionable if this is suitable for large scale projects,
where costs are a driving factor.

When there are ten different people, there might be – as
a proverb says – eleven different opinions. This also applies
to crowd-sourcing. In our small pre-study, we followed the
simple rule of majority. However, the inter-rater agreement
is a problem that is discussed in literature as well (e.g.,
[34]). Therefore, also other methods should be considered.
For example, large media companies usually have full-time
community managers, i.e., employees who are concerned with
moderating comments. The work of these employees can be
collected in a structured way and used as training data for
machine learning. While this does not guarantee that two
different community managers have the same opinion on a
comment, media companies tend to have very precise and
transparent rules for moderation and, hence, we expect that
labels assigned by professional community managers will
differ less than labels assigned by random crowd-workers.
A solution to this issue is the development of a ”custom
crowd” [52], where workers are carefully selected, groomed
and curated. This, however, increases the costs compared to a
randomly selected crowd.

Nevertheless, even if applicable methods are found, only
few large media companies and platform operators have the
required manpower and the financial resources to curate suf-
ficiently big data sets for natural language processing (NLP).

C. Training Machine Learning Models

Going further down the road towards a functioning abusive
language classifier, one meets one of the classic machine
learning problems: There is no one-size-fits-all algorithm that
delivers optimal results for each problem [53]. In consequence,
researchers are still struggling to identify a set of optimal clas-
sification, respectively detection models, that exhibit sufficient
predictive accuracy and stability to reliably identify abusive
comments. Skimming through the last 20 years of abusive
language detection research, one can easily find dozens of
different algorithms that were applied: Many of the early publi-
cations primarily focused on standard classification algorithms,
such as logistic regression [25], [51], [54]–[56], decision trees
[51], [57]–[60], random forests [51], [54], [60], [61], Naı̈ve
Bayes [51], [57], [58], [62] and especially support vector
machines (SVM) [24], [51], [54], [57]–[59], [61]–[63], which
could even well be the most popular classification method
used in the domain so far. Even though these algorithms
are rather basic algorithms from the early days of machine
learning (e.g., logistic regression from 1958 [64] or decision
trees like CART [65]) many of them are still popular in
recent papers, as indicated by the above citations. While

3



these algorithms were apparently state of the art in the early
days of abusive language detection, some works still identify
them as the top performing algorithms [51], choose them
as their primary classifier based on their merits [66] or still
indicate their ability to compete with the new state-of-the-
art algorithms [25]. Following the general trend in machine
learning, neural network (ANN)-based approaches have been
gaining traction in the domain of abusive language detection
since 2016. Similar to the traditional classifiers, most common
ANN-architectures such as Recurrent Neural Networks (RNN)
[67]–[69], Convolutional Neural Networks (CNN) [61], [68],
[70], [71] and Long Short-Term Memory (LSTM) Networks
[3], [56], [61], [70] have been tested in various configurations.
Again, different authors report different architectures to be
superior — and as we can see in the case of [25] the
differences between can be arguably small (less than 1% in
accuracy for the best performing models).

Unfortunately, not only the employed algorithms differ
across the various publications but also the metrics that are
used to assess their predictive performance. The primary
four metrics are precision [19], [54], [56], [61], recall [19],
[54], [56], [61], [72], the F -score [19], [54], [56], [61]
and accuracy [25], [55], [68], which however are not all
used in each publication. To make things even worse, each
of these metrics are sometimes computed differently (e.g.,
micro-/macro-averaged, see [73]). This makes it even more
difficult to reliably determine algorithms that outperform their
competitors, since metrics might be missing in some cases and
in others might be conflicting.

Hence, even though a considerable amount of work has
been put into the evaluation of suitable algorithms, it remains
an open challenge. But even with a powerful state-of-the art
classifier at hand, there are further aspects that will require
attention: To identify the correct parameter configuration for
the algorithm to perform properly. To obtain a reasonable
representation of inputs for the classifier to work with – be it
lexica, n-grams, word embeddings or another yet unconsidered
option [19], [66]. To enable classifier configuration, to fine-
tune models to moderate according to user-defined criteria
(degree of automation, thresholds for automated deletion
vs. warning, kinds of language analyzed), and to make them
interpretable so that results can be used to support human
moderators [74].

As a consequence, future research should put more focus
on clearly communicating details of the algorithms used,
including their parametrization (either in paper form or via
the provision of source code), reporting all relevant evaluation
results according to a unified metric schema, so that we can
start to reduce the search space by having fully comparable and
interpretable results. Another viable alternative could be the
concept of automated machine learning (AutoML). Instead of
manually selecting and optimizing the ML algorithm, AutoML
aims at an automated selection and optimization [75], [76].
However, even though AutoML has proven to be promising in
many domains, corresponding results for the abusive language
domain are still pending.

D. Acceptance of Moderation Systems

A fourth challenge of (semi-) automated online comment
moderation is the acceptance of such systems by the user base.
Especially in countries which codify the freedom of speech in
their constitutions, people are often fervently arguing against
automated or even semi-automated moderation, calling such
procedures “censorship”, “oppression”, and the “end of free
speech”.

The above-mentioned methods for detecting abusive content
have one thing in common: They provide a previously trained
decision model, which separates acceptable and publishable
from non-acceptable and to be moderated comments. Unfor-
tunately, the degree of comprehensibility and traceability of
these models differ largely between approaches. More often
than not they present themselves as black boxes to the user
rather than an open book. However, once a system influences
the user and defines whether his comment is acceptable, he
wants to understand how it works. One way that platform
providers can try to achieve user understanding and by that
acceptance of the deployed systems is through explaining
the decision. Previous research lays the ground work for
the concepts of explanations for intelligent systems, which
comment moderation systems are a subset of. For example,
Gregor and Benbasat provide an overview of explanatory
constructs that are used in empirical research [77]. In their
work, they derived various propositions; the most relevant
one for us is that ”explanations will be used when the user
experiences an expectation failure, or perceives an anomaly”
[77, p. 506]. This is in line with our hypothesis that users
of discussion platforms – which apply automatic comment
moderation systems – expect explanations of the systems
decision, especially if their comment is denied.

Recently, a new European Union (EU) regulation on al-
gorithmic transparency was introduced. It specifies that users
of an intelligent system have the right for an explanation of
the decisions made [78]. Due to the complex nature of often
applied machine learning methods, this similarly calls for a
higher transparency of the decision models, which interact
with the user-generated content [79], [80].

A higher transparency of the comment moderation system,
e.g., through the use of explanations, will enable the user to
have increased trust in the system. For example, Wang recently
attempted to visualize features with decisive influence in a
neural network that identifies hate speech [74]. Trust is a very
complex construct to study, but previous information systems
(IS) research showed that a user feels more confident in a
system, if he understands it [81], [82]. Therefore, higher levels
of trust have been found to increase the chance of the user
accepting the system [83], [84].

Therefore, it is crucial to develop ML models which deliver
interpretable results that can be understood by moderators
and users alike; to keep potential deletions transparent at
any time. One very promising research stream in this regard
is explainable artificial intelligence. Here, researchers try to
develop methods or concepts that enable just this decision
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transparency (e.g. [85]). So far, this research has mostly been
applied in other domains or settings and has yet only scratched
the surface of the above-mentioned issues. Therefore, further
research - especially with a focus on online comment moder-
ation systems - is needed.

IV. HOW TO SAVE THE MEDIA INDUSTRY?

As we pointed out before, it will be essential for online
discussion platform providers—especially for smaller and
medium sized ones—to deploy (semi-) automated comment
moderation tools. First successful attempts to deploy such a
tool have been reported in the literature (e.g. [70]). However,
most of the published solutions only address some of the four
challenges outlined above. While some rather seminal papers
like [19] handle up to three of the challenges, many others
at best deal with two [86], leaving large parts of the overall
issue unaddressed. Furthermore, not every platform operator or
newspaper organization is capable to develop a system of their
own. Therefore, the question arises on how to address all of the
above-stated challenges with a viable service-oriented business
model that can also provide the required analytic functionality
to SME customers.

To start to address this question we make use of the Business
Model Canvas (BMC). The BMC is a very common, easy to
use and well recognized tool to develop and explain business
models. It is a strategic management tool, which uses a visual
chart of nine building blocks to describe a business’ value
propositions, infrastructure, customer and finances [22]. Even
though not originally developed for this purpose, the Business
Model Canvas is receiving considerable uptake for both design
and assessment of data- and analytics-driven business models
[87]–[89]. In the following subsections we use the BMC to
develop a conceptual AaaS platform business model for online
comment moderation (see Fig. 2), which we will then use to
further address, match and outline the previously mentioned
challenges.

A. Customer Segments

“The customer segments building block defines the different
groups of people or organizations an enterprise aims to reach
and serve” [22, p. 20]. In this case, the AaaS platform serves a
segmented market, because it distinguishes between different
types of customers with different needs and problems. There
will be small, medium and large enterprise customers. Small to
medium sized customers might only need individual comment
evaluations from time to time. Medium sized customers need
a defined package that enables them to query a predefined
amount of comment evaluations, moderation proposals and
e.g. a moderation dashboard to handle their requests. Finally,
large enterprises might be interested in using a flat rate offer
to leverage economies of scale. Additionally, different larger
customers might have different moderation styles (more or less
strict) that need to be represented in the evaluation models of
the platform.

B. Value Proposition

The value proposition building block describes which value
the platform offers to the customers through products or
services. The AaaS platform creates value for its differently
sized customers in three ways. First and foremost the manual
moderation effort of the customer is reduced. This is a major
cost factor for the customer, as it is done by a human
employee and is quite time consuming. Secondly, the user-
generated content is moderated in a structured manner and
moderation decisions are well documented. This improves the
quality and uniformity of the moderation. Finally, platform
providers are forced to shut down parts or even their whole
discussion platform without the use of (semi-) automated
comment moderation systems. Therefore, the deployment of
AaaS resurrects and increases their interaction with their user-
base, the activity and traffic on their website and thus revenue
potential through ads and increased turnover.

C. Channels

The channels building block explains how a firm delivers
their value proposition to their customers but also how it
reaches new customers and communicates with existing ones.
In this work we abstract from communication and marketing
channels, as this is an issue of the exact instantiation of
this conceptual business model. The delivery of the value
proposition, which is the comment evaluation and the ability to
moderate comments in an appropriate dashboard, is provided
digitally. The data of the customers’ own content management
system and the AaaS platform is exchanged live through pre-
defined application programming interfaces (API), which us
push, pull and receive protocols.

D. Customer Relationships

This building block describes which kind of relationships
the business maintains with its respective customer segments.
In general, all customer segments (small to large customers)
are provided with a self-service interface. They can submit the
comments that need to be evaluated, receive and display the
results and possibly manage them in the provided interface. On
top of that, however, specific customers may want the trained
evaluation models to be adapted to particular needs. This
represents a second type of customer relationship that goes
beyond the previously mentioned self-service infrastructure.

E. Revenue Streams

The revenue streams represent all incoming turnover that the
business generates from its customers. Similar to the previous
building block the revenue stream is twofold. The first includes
consulting, adapting and also implementing on a customer
basis; e.g. the previously mentioned customization of the
evaluation models or an API-provision for individual content
management systems. The second and major revenue stream
represents the subscription model that the different customer
segments utilize to receive evaluations for their comments.

5



Fig. 2. Business Model According to the BMC

F. Key Resources

This building block represents the key assets that the
business model is based upon and that are essential to its
success. The AaaS platform makes use of a variety of machine
learning methods, tools, frameworks and libraries to calculate
the evaluation models. Many of the applied assets are open
source or available under different accessible licenses. At the
point of writing, these would, e.g., include tools, such as
TensorFlow or Keras. Another key resource that is essential
for the calculation of the evaluation models are data sets.
These data sets include real world comments annotated with
labels and additional information that the machine learning
algorithms leverage to extract their decision making patterns.
These data sets can stem from partners, customers or might
be even self developed.

G. Key Activities

The key activities building block describes the most impor-
tant tasks that the business needs to perform in order to deliver

its business value to the customers. For our platform, the most
important activity is the evaluation of comments submitted by
the customers. To be able to do this, two secondary activities
need to be performed. On the one hand, the APIs need to be
implemented and provided beforehand. And on the other hand
the evaluation model needs to be trained, which is a continuous
challenge, as language is not a static but evolving construct.

H. Key Partnerships

Key Partnerships include all the relations and strategic
partnerships that enable the business model to function. Con-
sidering the previous two building blocks, a strategic partner-
ship with the developers of the machine learning tools and
frameworks is of importance. Through this, the platform can
ensure a timely and continuous delivery of necessary updates.
Similarly, data set providers can be important partners. For
example, some customers might also be data deliverers at the
same time and therefore the relationship should receive special
attention. Another more basic, but as important, partnership
is the IT infrastructure and hosting of the platform. The
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calculation and provision of the machine learning evaluation
models requires great amounts of calculation power and the
availability of the service must always be granted.

I. Cost Structure

Last but not least, the cost structure includes all the cost that
accumulate by executing the business model. Of course, the
previously mentioned infrastructure, hosting, and computing
power incurs major costs on the business. Furthermore re-
search and continuous development on how to improve, adapt,
and optimize the evaluation models is very important. And
ultimately, the staff that executes the consulting and adaption
actions with (future) customers must be noted here as well.

V. DISCUSSION

So far we pointed out the necessity of an AaaS platform
for online comment moderation and described how a viable
business model could look like. In the following, we match
the identified challenges of the domain to the developed
business model canvas and its building blocks. By doing so,
we evaluate our design and identify key areas for research
and development. This advancement will ultimately enable
the implementation of our envisioned AaaS platform. For this
purpose, each challenge and the relevant building blocks of the
BMC are marked with a colour to represent their association
(see Fig. 2).

A. What Constitutes Abusive Language

The first challenge deals with the complicated, uniform and
inconsistent definition of what abusive language and the to-
be filtered content actually is. As pointed out before, this is
an essential piece to the puzzle of creating good evaluation
models. Therefore, this challenge strongly weights on the key
activity model building and training . This is especially
true, if you consider that part of the value proposition and
customer relationship support is, that models are trained and
adapted based on individual customer needs . This means
that different discussion platform operators will have different
thresholds on the scale of unacceptable to acceptable content
and might even need to include language features, which
others do not. But in the end, a common understanding of what
abusive language is, is needed to initiate this discussion. With
its absence, the value proposition to create a clear structure
and process of comment moderation can not be reached.

B. Labeling of Large and Accurate Data Sets

The second challenge describes the process of creating
a large and accurate data set, which is then used to learn
the evaluation models. An important part of this challenge
are the cooperating partners from the media industry, who
provide comment data . If these customers/partners follow
the jointly developed moderation process and the included
decision rules, then they automatically generate new data and
thus data sets. On the providers site, the key activity provision
of API is important, since the previously described work
flow is only possible, if the APIs support it.

As language is constantly evolving, research and development
as well as its costs are influenced by this challenge. The
value of the existing data continuously looses value as time
progresses. Therefore new data sets need to be developed and
the models and definitions need to be adapted. Additionally,
there are two more perspectives to this segment. One is to
curate data sets yourself and the second is to use third party
scored data sets . These represent one of the key resources.

C. Training Machine Learning Models

The third challenge also touches on some building blocks
that the labeling of data sets is related to. Similarly, the
training of machine learning models needs intensive research
and development in order to perform the model building
and training . The models, which are adapted based on
individual customer needs display an even higher degree
of difficulty. For being able to perform the computation
intensive training of machine learning models, the rental of
hardware and hosting is needed to provide the necessary
computational power.

D. Acceptance of Moderation Systems

The fourth and final identified challenge concerns itself
more with the end user acceptance rather than the providers
side of the BMC. Nevertheless, there are key building blocks
that are affected. The working theory at the moment is,
that, e.g., through explanations of the intelligent and (semi-)
automated systems, user acceptance can be increased. Only if
user acceptance exists we can deliver the value proposition
of clean comment sections, which are more attractive for
advertisers and via that an increased engagement with
visitors, as comment sections do not need to be closed further

. To provide reasonable explanations, the key activity of the
provision of API and the channel of digital communication
and data exchange via the API need to support the
exchange of these secondary attributes.

VI. CONCLUSION AND OUTLOOK

Looking back at slightly more than one decade of abusive
language detection and moderation research, a lot of important
work has been done in almost all related areas: Defining
the actual issue at hand, collecting data sets and engineering
first machine learning models to assist newspaper modera-
tors. However, we can still observe many points being left
disregarded or at least not being addressed in a conclusive
manner: Till the current day we have no undebated definition
of what actually constitutes abusive language (or hate speech,
harassment, . . . ). Datasets are still often proprietary and not
open for public usage, respectively very difficult to compile
for independent actors given the complexity and cost of such
undertakings. This especially applies to SME newspapers, who
also experience problems with training suitable ML algorithms
given the sparsity of capable data scientists and the cost
associated. Even for large companies and academics many
points such as optimal algorithms or metrics are still open
for debate. Last but not least, interpretability and algorithmic
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transparency are becoming increasingly important, both as a
support for moderators as well as as an explanation for users
to convey moderation decisions.

With our work, we have analyzed recent literature on
online comment moderation systems and have identified four
challenges towards the implementation of analytics as a service
platforms. We have proposed and designed a business model
with the BMC method, which supports both practitioners and
researchers on the specification and implementation of such
platforms. Currently, there are still some aspects, which require
further research: Data security and privacy have not been
considered so far. For implementing an appropriate platform,
the participating SME newspapers need to agree on a suitable
model for data ownership. In addition, legal requirements may
(partly) require anonymization of exchanged data. Therefore,
legal aspects need to be considered carefully. Lastly, we have
not yet distinguished between pre- and post-moderation of
comments. While pre-moderation would happen by an ML
algorithm as discussed in this paper, community managers still
need to be able to change the algorithm’s decision in a post-
moderation process. While from a process and data perspective
this is a trivial process, it still needs to be considered when
workflow models are created during an implementation phase.
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[11] R. Pöyhtäri, “Limits of Hate Speech and Freedom of Speech on
Moderated News Websites in Finland , Sweden , the Netherlands and
the UK,” Ann. · Ser. hist. sociol., vol. 24, no. 3, pp. 513–524, 2014.

[12] The Coral Project Community, 2016. [Online].
Available: https://community.coralproject.net/t/shutting-down-onsite-
comments-a-comprehensive-list-of-all-news-organisations/347
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V. Prabhakaran, R. Voigt, Z. Waseem, and J. Wernimont, Eds. Brussels,
Belgium: Association for Computational Linguistics, 2018, pp. 138–148.

[62] Y. Lee, S. Yoon, and K. Jung, “Comparative Studies of Detecting
Abusive Language on Twitter,” in Proc. Second Work. Abus. Lang.
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